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Abstract 

The research paper examines important aspects of using approaches to learning analytics 

(LA) and educational data mining (EDM), which can be used to develop educational programs 

and track progress.  It has been shown that the integration of learning analytics into a learning 

management system (LMS) can improve the effectiveness of the educational process by 

predicting and preventing problems faced by students with regard to academic performance. The 

process of analyzing and predicting academic performance data using machine learning methods, 

including linear regression, with the determination of the ratio of academic performance in a 

discipline and GPA points is considered. The result of the study shows the importance of 

choosing the right functions to improve the accuracy of forecasting using machine learning 

models, and also provides input data to improve the educational program. The process of 

creating predictive models for assessing student academic performance by collecting and 

preparing data using machine learning algorithms is considered. A clear description of the use of 

models to predict the future academic performance of students is given, and special attention is 

paid to the interpretation of the results obtained to identify the main factors affecting academic 

performance. This work contributes to the development of the field of learning analytics and the 

fields of educational data production, offering practical recommendations for curriculum 

management and improving the quality of data-based education. 
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Introduction 

Currently, machine learnig technologies have proven their importance for the 

realization of learning outcomes for students all over the world, including in the field of 

education. Education has become more than just the teaching of texts or the requirement 

to memorize manuscripts, but an attempt to measure the goals and results of the learning 

process in and out of the classroom. Over time, teaching methods have become a 

dynamic part of the income and expenses of the educational process. In addition, these 

practices have become an important part, playing a major role in promoting the 

components of the learning system, updating the foundations of the curriculum, 

increasing its effectiveness and ingenuity. These components are used in the process of 

planning, implementing, evaluating, monitoring and developing goals (Rossman and 

Chance, 2014: 211-221). 

Machine learning has become a new milestone in higher education. Currently, 

machine learning is gaining significant interest from the education sector in the 

development of artificial intelligence technologies. 

Artificial intelligence and machine learning are often talked about at the same 

time. Machine Learning (ML) is an artificial intelligence method for classifying and 

profiling, both supervised and unsupervised. For example, predict the probability that a 

student will leave the course or be accepted into the program, or identify topics in 

written assignments. Terms such as artificial intelligence, deep learning, and machine 

learning are now widely used in education and by its professionals. 

The introduction of artificial intelligence (AI) technologies into education dates 

back to the 1970s, when the idea arose of how researchers could provide an individual 

approach to learning using computers, which was the most effective and at the same 

time inaccessible to most people (Wilson & Scott, 2017: 2-19). The first attempts used 

artificial intelligence methods based on the rules of automatic adaptation or 

personalization of learning for each individual student (Bloom,1984:4-16). 

Since then, the use of artificial intelligence technologies in education has 

developed in several directions. Starting with student-centered AI (i.e., tools to support 

learning and assessment), the end ends with teacher-centered AI (support for the 

learning process) and system-oriented AI (support for the management of educational 

institutions) (Carbonell, 1970: 190-202). In fact, the link between AI and education goes 

beyond using AI in classrooms (i.e. learning with AI), and also includes learning AI 

techniques (i.e. the study of AI technologies) and the preparation of citizens for life in 

the age of AI (i.e. cooperation with AI). 

To fully understand the possibilities of AI technologies and reduce potential risks, 

as part of the educational policy, "how can we use artificial intelligence technology to 

improve education?" there is a need to create systematic answers to the main question. 

The use of tools to support or improve AI-based learning has increased 

exponentially over the past decade (Zawacki-Richter et al., 2019:1-27). This process has 

become even more common due to the closure of schools during the Covid-19 
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pandemic. However, there is still insufficient data on how AI can help improve learning 

outcomes and help education theorists and practitioners better understand how effective 

learning occurs (Kreitmayer et al., 2018:1-4). To track learning outcomes in different 

situations, it is necessary to fully understand AI technologies, as well as evaluate 

competencies, especially technologies acquired in an informal and formal context. 

Technologies demonstrate their potential in the process of monitoring the content 

of learning on various platforms based on the analysis of individual needs and the level 

of learning of students. An example of this is that one project aims to manage many 

thousands of open educational resources to make them accessible to all students 

(Berland et al., 2014: 1-10). 

 

Materials and Methods 

Higher education institutions have fewer data collection capabilities than online 

educational platforms. However, many universities have begun to implement automated 

Learning Management Systems (LMS) that allow data collection and storage. This 

shows the possibility of using machine learning technologies to improve the quality of 

education in higher education institutions. 

The growth of data volumes contributed to the emergence in the early 2000s of a 

new direction in the field of artificial intelligence – the production of educational data 

(Educational Data Mining, EDM). EDM is a new field of research aimed at gaining 

knowledge from learning processes to support decision makers. The ability to collect 

data in LMS opens up new horizons for data mining researchers in the field of 

education, who can gain more in-depth information. Recently, EDM has been used 

within higher education to improve learning strategies. EDM involves the use of 

statistics, visualization, and machine learning techniques to explore and analyze 

educational data. EDM methods help in designing the educational environment, 

organizing course materials, and managing educational resources. These methods allow 

us to assess the impact of learning strategies implemented in certain educational 

institutions. In addition, EDM contributes to the development of the theory of learning 

developed by specialists in the field of educational psychology (West, 2012: 1-10). 

EDM is closely related to learning analytics (LA). The goals and objectives of 

research in these disciplines largely coincide. LA is a new field of research aimed at 

improving the quality of education (Asif et al., 2017: 177-194). LA is an analytical 

approach aimed at analyzing, measuring and obtaining complete information about a 

student on various characteristics, including cognitive, social and psychological aspects, 

to help teachers make decisions about student achievements and failures (Burman & 

Som, 2019: 756-759). 

Predictive analytics is an advanced field of analytics that predicts future results 

using statistical modeling, data mining techniques, and machine learning using 

integrated historical data. Predictive analytics is used for many learning purposes. In 

addition, work aimed at identifying students whose academic programs are at risk will 
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be an important part of predictive analytics. For example, the use of predictive models 

to show how the accuracy of forecasts changes as students move from course to course, 

and to determine whether they will finish the semester on time (Iqbal et al., 2019:1-7). 

In the field of education, forecasting the size of tuition may be of interest (for 

example, student academic performance or skill acquisition), learning (for example, the 

impact of a given learning style or a particular teacher on a student), or other proximal 

values for organizations (for example, forecasts of retention or course registration). In 

education, predictive analytics is a well-established field of research, and currently 

some commercial products include predictive analytics in the educational content 

management system.  

You should be able to distinguish predictive modeling from interpretative 

modeling. In interpretive modeling, the goal is to use all available data to interpret a 

given result. For example, in a regression model, observations of a student's age, 

gender, and socioeconomic status can be used to explain how this affects student 

academic performance. The purpose of these explanations is to test causal hypotheses 

(Shmueli, 2010: 289-310). The goal of predictive modeling activities is to create a 

model that predicts the values of new data (or a class if the forecast is not related to 

numerical data) based on observations. Predictive modeling differs from interpretive 

modeling in that it is based on the assumption that known datasets can be used to 

predict the value or class of new data based on observed variables. 

Thus, the fundamental difference between interpretative modeling and predictive 

modeling is the application of the model to future events, which means that 

interpretative modeling does not seek to make any statements about the future, whereas 

predictive modeling does. 

In the field of teaching and learning, predictive modeling covers a wide range of 

action-oriented educational policies and technological contexts in which educational 

institutions use these models in real time to meet the needs of students. 

The purpose of predictive modeling is to set up a scenario that accurately 

characterizes the results of a given student. For example, a predictive model can be used 

to determine when a particular person will receive an academic degree. If an 

intervention strategy is not used, this model gives the individual student an idea of when 

they can get a degree in application. 

Statistical modeling usually considers four types of data: categorical, ordinal, 

interval, and relative. The data differs in the types of relationships, that is, mathematical 

operations that can be obtained from individual elements. In practice, ordinal variables 

are often considered categorical, and the interval and ratio are considered numeric. 

Depending on the intended data types, there are two different classes of algorithms: 

classification algorithms for predicting categorical features and regression algorithms 

for predicting numerical features. 

To build and apply a predictive model, it is necessary to select functions that 

correlate with the predictive value.  There should be a single function that perfectly 
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correlates with the prediction of the selected result. However, this rarely happens in 

practice. 

Some learning algorithms use all available attributes regardless of whether they 

have high information for prediction, while other models use some form of variable 

selection to exclude uninformative attributes. 

Depending on the algorithm used to build the predictive model, it may be useful 

to examine correlations between signs or remove strong correlational elements, or 

conversion to functions is used to eliminate correlation. 

By defining an information set of functions, it is possible to reduce the 

computational complexity of a predictive model, reduce data storage and collection 

requirements, and simplify the interpretation of predictive models. 

A number of different well-known machine learning algorithms can be used to 

build predictive models with educational data. Them: 

 - With a controlled machine learning method: classification and regression, 

decision trees (DT), ensemble models(EM), K-nearest neighbors (KNN), Logistic 

regression (LR), Simple Bayesian (NB), random forest (RF) and auxiliary vector 

machines (SVM);  

- With an unsupervised machine learning method: artificial neural networks 

(ANN), clustering (CLU) and correlation analysis algorithms.  

Most EDM research focuses on classification and forecasting with large groups of 

students across many academic programs (Ojajuni et al.,2021: 481-491). 

For a more detailed description of the algorithm for predicting students' academic 

performance, they go through the following stages: 

1. Data collection and preparation. Data such as students' past achievements, 

information about the courses they are studying, and other factors that may affect their 

academic achievements should be collected. The data should be prepared for further 

use, that is, to clean up the data, remove missing values, bring the data into a single 

format, etc. 

2. Model selection and comparison. At this stage, it is necessary to select the 

appropriate machine learning model that will be used to predict student performance. 

For example, it can be linear regression, a random forest, or a neural network. To 

achieve optimal accuracy, it is necessary to adjust the hyperparameters of the model. 

3. Model training. At this stage, it is necessary to examine the model of the 

collected data. The data is broken down into training and test models, and the model is 

studied in the learning model. It is then tested in a test sample to evaluate the accuracy 

of the model. 

4. Evaluation of the accuracy of the model. At the same time, the accuracy of the 

model is estimated based on indicators such as absolute average error (MAE) or 

quadratic average error (MSE). 

5. Forecasting student academic performance. At this stage, the model is used to 

predict the student's academic performance in future courses. To do this, it is necessary 
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to enter data such as the student's past achievements and other factors that may affect 

his academic achievements. 

6. Updating the model. If new data becomes available, the model can be updated 

to improve its accuracy and efficiency. 

7. Interpretation of the results. At this stage, it is necessary to analyze the results 

obtained in predicting the student's academic performance in order to determine which 

factors affect the student's academic performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

Figure 1. Attributes of predicting student success. 

 

The algorithm for predicting progress includes several stages, from data 

collection and preparation to interpretation of the results. For successful forecasting, it is 

necessary to choose the right machine learning model, create and process the collected 

data (Fig.1). 

 

Research results and analysis 

To conduct the experiment, data were collected from 639 full-time students of the 

Department of Informatics of the O. Zhanibekov Sauth Kazakhstan Pedagogical 

University for the 2019-2023 academic year, the student grades were obtained, and class 
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attendance from University’s learnig management system with the registrered name 

“Univer”. (Fig. 2). 

The purpose of the research experiment: 

- Demonstration of the use of educational analytics (LA) with specific data sets; 

- Predicting the performance of educational programs using machine learning 

algorithms. 

One of the simplest and most useful machine learning models, linear regression, 

was used for the study. Linear regression is a machine learning algorithm used primarily 

for regression analysis. This model is a linear dependence function with one or more 

other variables (factors, regressors, independent variables). 

A simple linear regression analysis finds a relationship between two continuous 

variables: the independent variable X (predictor) with the dependent variable y 

(resultant variable) on the axis. By constructing a regression line, one can generally 

predict the variable y from the equation of this line (URL, date of application: 

13.02.2024). 

 

y = w0 + w1 x        (1) 

 

Where x is the predictor variable, y is the value predicted by the corresponding 

value of x (the response variable). To determine the values of w0 and w1, the least 

squares formula is used to obtain the most suitable straight line. The calculations of w0 

and w1 are shown as follows: 

   
∑ (    )(    )
| |
   

∑ (    )
 | |

   

                (2) 

 
After choosing a linear regression between machine learning methods that predict 

student grades, Python is loaded using Jupyter notebook, the program code below, using 

the NumPy programming language library, Pandas. 
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Figure 2. Initial data on student academic performance. 

 

From the LMS database, the results of students' education according to the 

educational program for 6B01503 - computer science teacher training was selected, that 
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is, their academic performance during the semester, the effectiveness of the session. The 

data can be downloaded in MS Excel format (Fig.3). 

For data analysis and transformation, the data is cleared based on the selected 

data. The results of study in subjects are selected as a predicate, i.e. information about 

general education disciplines, basic disciplines, specialized disciplines and the average 

bachelor's degree score (GPA) is summarized and performed in an Excel spreadsheet. 

This data was saved in CSV format for insertion into machine learning methods (Fig.3). 

At the prediction stage, datasets are loaded from a CSV file, splits the data into 

groups for reading and testing, creates a machine learning model using linear regression, 

compares the model with the training data and uses a model that predicts the target 

variable for the test data, the main parameters of which are calculated student 

performance data. 

The objective linear regression function consists of one feature X, where 

academic performance scores are one of the cycles of general education disciplines, 

basic disciplines, specialized disciplines, and the target variable is the average 

bachelor's degree score (GPA) (Fig.4). 

 

 
Figure 3. average student score in CSV file. 
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Figure 4. Features and target variable of the linear regression objective function. 

 

Python was used to demonstrate experiments and obtain graphs (Fig.5). 

Additional constraints were added to the problem conditions in order to reduce the error 

and the number of variables used in order to create an algorithm to eliminate overfitting. 

In the study, L1 regression (Lasso regression) and L2 ridge regression (ridge regression) 

(URL, date of application: 13.02.2024), (Fig.6). 

 

 



ILIM, Volume 41, Issue 3, 2024. 

 

15 
ISSN 2415-8178, e-ISSN 2415-8186.                                                                https://ilim.okmpu.kz/ 

 

 
Figure 5. Polynomial regressions with L2 and L1 regularization. 

 

The free coefficients of the empirical linear regression model with L1 and L2 

regularization are presented in the form of a graph. 

 а) 
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 б) 

 

Figure 6. a) free coefficients of the objective function of linear regression with 

regularization L2 (in ridge regression) w0 = 1.1, w1 = 0.25 result of training in a cycle of 

basic disciplines. 

b) L1 in the cycle of general education disciplines (in Lasso regression) w0 = 2.8, 

w1 = 0.12 the result of training in the cycle of general education disciplines. 

 

The linear regression model helps to predict the value of the dependent variable, 

and also helps to explain how accurate the forecast is. This is determined by the values of 

the parameters of the free coefficients. The value of w1 indicates which part of the 

variation of the dependent variable can be explained by the independent variable. The 

values of w1 range from 0 to 1. A value of 0.12 means that the independent variable can 

explain 12 percent of the change in the observed values of the dependent variable. A 

value of 1 means that in practice it is possible to make an excellent assumption, which is 

rarely found. A value of 0 means that the independent variable does not help to predict 

the dependent variable at all. 

A linear regression model of the forecast y=2.8+0.12x was obtained and it was 

found that the results of teaching "modern history of Kazakhstan" from the cycle of 

general education disciplines affect student academic performance by 12%. In addition, it 

can be concluded that the results of teaching basic subjects such as "Math1", "Math2" 

affect the results of students' GPA by 25% according to the prediction model with 

y=1.31+0.25x. The results of teaching specialized disciplines "programming languages", 

"methods of teaching computer science" affect the academic performance of students 

according to the model y=1.2+0.32x by 32% (Fig.7). 
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Figure 7. The result of the experiment. 

 

The results of this study can be used in the development of an educational program 

and forecasting student academic performance. In summary, it helps integrate learning 

analytics into LMS and reinforces the importance of developing educational programs. It 

also helps to understand how feature selection can improve the performance of machine 

learning models. 

 

Conclusion 

Learning Analytics (LA) and educational Data mining (EDM) are receiving 

increasing attention from academic communities by providing educational data 

interventions. In addition, the advantages of educational analytics and its integration into 

LMS are now widely known. This allowed the University to take the necessary 

preventive measures, providing early notification in real time regarding the participation 

and academic performance of students. In this article, machine learning methods were 

used to integrate learning analytics into LMS and demonstrate the process of predicting 

the implementation of an educational program. Understanding linear regression is the key 

to understanding complex models down to deep neural networks. Additional features 

such as student usage data, attendance records, etc. are combined for other assumptions 

about the quality of future work. 
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Определение успеваемости обучающихся с использованием методов машинного 

обучения 

 

Аннотация. В исследовательской работе рассматриваются важные аспекты 

использования подходов к аналитике обучения (LA) и анализу образовательных данных 

(EDM), которые можно использовать для разработки образовательных программ и 

отслеживания прогресса.  Было показано, что интеграция аналитики обучения в систему 

управления обучением (LMS) может повысить эффективность образовательного процесса 

за счет прогнозирования и предотвращения проблем, с которыми сталкиваются студенты 

в отношении успеваемости. Рассматривается процесс анализа и прогнозирования данных 

по успеваемости с использованием методов машинного обучения, в том числе линейной 

регрессии, с определением соотношения успеваемости по дисциплине и баллов GPA. 

Результат исследования показывает важность выбора правильных функций для 

повышения точности прогнозирования с помощью моделей машинного обучения, а также 

обеспечивает предоставление входных данных для улучшения образовательной 

программы. Рассматривается процесс создания прогнозных моделей для оценки 

успеваемости учащихся путем сбора и подготовки данных с использованием алгоритмов 

машинного обучения. Дается четкое описание использования моделей для 

прогнозирования будущей успеваемости учащихся, а также особое внимание уделяется 

интерпретации полученных результатов для выявления основных факторов, влияющих на 

успеваемость. Эта работа способствует развитию области аналитики обучения и областей 

производства образовательных данных, предлагая практические рекомендации по 

управлению учебными программами и повышению качества образования на основе 

данных. 

Ключевые слова: машинное обучение, искусственный интеллект, LMS, аналитика 

обучения, интеллектуальный анализ образовательных данных, предиктивная аналитика, 

линейная регрессия. 
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Машиналық оқыту әдістерін қолдану арқылы білім алушылардың үлгерімін 

анықтау 

 

Аннотация. Зерттеу жұмысында білім беру бағдарламаларын әзірлеу мен үлгерімді 

бақылау үшін қолдануға болатын  оқу аналитикасы (LA) мен білім беру деректерін талдау 

(EDM) жолдарын пайдаланудың маңызды аспектілері қарастырылады.  Оқу аналитикасын 

оқытуды басқару жүйесіне (LMS) біріктіру арқылы студенттердің оқу үлгеріміне қатысты 

кездесетін қиындықтарды болжау және алдын алу арқылы білім беру үдерісінің 

тиімділігін арттыруға болатындығы келтірілген. Машиналық оқыту әдістеріне, оның 

ішінде сызықтық регрессияны қолданып пән бойынша оқу үлгерімі мен GPA балл 

байланысын анықтап, оқу үлгерімі бойынша деректерді талдау және болжау үдерісі 

қарастырылады. Зерттеу нәтижесі машиналық оқыту модельдерімен болжаудың дәлдәгән 

жоғарылату үшін дұрыс функцияларды таңдау маңыздылыңын көрсетеді, сонымен қатар 

білім беру бағдарламасын жақсатру үшін кіріс берілгендерін қамтамасыз етеді. 

Машиналық оқыту алгоритмдерін қолдана отырып, деректерді жинау мен дайындау 

арқылы студенттердің оқу үлгерімін бағалау үшін болжамды модельдер құру үдерісі 

қарастырылады. Студенттердің болашақтағы үлгерімін болжау үшін модельдерді 

қолданудың нақты сипаттамасы келтірілген, сондай-ақ оқу үлгеріміне әсер ететін негізгі 

факторларды анықтау үшін алынған нәтижелерді түсіндіруге ерекше назар аударылады. 

Бұл жұмыс берілгендер негізінде оқу бағдарламаларын басқару мен білім беру сапасын 

көтеру үшін практикалық нұсқаулар ұсына отырып, оқу аналитикасы саласы мен білім 

беру деректерін өндіру салаларын дамытуға үлес қосады. 

Кілт сөздер: машиналық оқыту, жасанды интеллект, LMS, оқу аналитикасы, білім 

беру деректерін өндіру, болжамдық аналитика,  сызықтық регрессия. 


